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1 Introduction

The perceptron algorithm (Rosenblatt, 1958), in particular the global linear model of Collins (2002), has been employed to handle NLP tasks such as part-of-speech tagging, parsing, and segmentation. Many such tasks require vast training data to create robust models, which is very time-consuming and computationally intensive. It is natural to look to distributed systems to speed up training for these tasks.

We implemented distributed perceptron training following McDonald et al. (2002) using MapReduce (Dean and Ghemawat, 2008), a simple and common framework for distributed computation. McDonald et al. (2002) also use MapReduce but do not discuss their implementation or evaluation of choices involved. We achieved similar results to that work in that our implementation is faster than the serial algorithm and also achieves higher accuracy. Chiang et al. (2008) use a parallel setting for training the online learner MIRA (Crammer and Singer, 2003), but do not discuss parameter combining topologies.

We make two novel contributions: We examine two topologies for the combination of separately trained weight vectors, finding that the choice which duplicates computation leads to a shorter runtime. We also vary the number of data shards and observe a tradeoff between runtime and the final testing accuracy. Unlike previous work, we ran our system both on an HPC cluster and on single multi-core systems, finding similar results on both. We report cache miss statistics for the multi-core setting. These findings promise to help to make effective use of the distributed perceptron for NLP applications.

2 Algorithm and MapReduce

Algorithm 1 shows the distributed perceptron of McDonald et al. (2002) using MapReduce. OneEpochPerceptron \((T_i, w)\) is one iteration of standard perceptron training on data \(T_i\) with initial weights \(w\). The data is split into \(S\) separately processed shards. The new weight vectors (from training on each shard) are combined into a single new weight vector for the next iteration. McDonald et al. (2002) show that this has the same convergence guarantees as the serial version.

Algorithm 1 Distributed perceptron

\begin{algorithm}
\caption{Distributed perceptron}
\begin{algorithmic}[1]
\Require training data \(T = \{(x_t, y_t)\}_{t=1}^T\)
\State shard \(T\) into \(S\) pieces \(T_1, \ldots, T_S\)
\State let \(w\) be the zero weight vector
\For{iteration \(n = 1, \ldots, N\)}
\State \(w^{(i)} = \text{OneEpochPerceptron}(T_i, w)\)
\EndFor
\State \(w = \frac{1}{S} \sum_i w^{(i)}\)
\State return \(w\)
\end{algorithmic}
\end{algorithm}

MapReduce represents data as a distributed collection of key-value pairs. For the training step (line 4) each of \(S\) processes has a copy of the complete weight vector. We use a map operation so that each process trains on a different shard, then outputs new weights as separate feature-weight pairs. The averaging step (part of line 5) does a reduce operation on these pairs to average the feature weights in parallel.

Starting the training step of the next iteration requires combining the distributed feature-weight pairs into complete weight vectors. We call this the combine step, and consider two methods: In single-combine, the feature-weight pairs are all sent to a single process, which makes a single weight vector and sends a copy to each other process. In multi-combine, each feature-weight pair is duplicated \(S - 1\) times so that each process gets a copy and produces a combined weight vector. Figure 1 shows the communication patterns for the two methods.

3 Experimental setup

We ran our experiments on an HPC cluster and on two multi-core systems (not in the cluster). The cluster consists of 64-bit x86 machines (the precise number of nodes used varied in our experiments), which we could not isolate from the load of other users. The multi-core systems were both AMD Opteron systems with 24 cores over 4 chips. The first was used for exclusive testing; the second
Figure 1: Transmission of weights between processes through the averaging, combine, and train steps. Dashed lines represent individual weights and solid lines represent complete weight vectors.

was used for detailed bottleneck testing via hardware counters. On the cluster, the processes were distributed across multiple machines; on the exclusive systems the processes were on different cores.

We used the MapReduce-MPI\(^1\) library running on MPI. We used the mpi4py\(^2\) library for other MPI coordination. Besides the \(S\) processes described in section 2 we used one extra process for logging.

We tested on a chunking task using the CONLL-2000 standard data and test set \(^3\). We present only a single repetition of each experiment here, but we did at least 2-3 repetitions of each experiment and found the results to be consistent on the points presented. In our experiments here we sharded the data by taking equally sized sections. The data was made available to all processes on a network file system.

### 4 Convergence and comparison to serial

To evaluate accuracy and runtime, we ran the parallel algorithm on the cluster with the number \(S\) of shards as 5, 10, 15, and 20, and compared against the serial algorithm. In each case the parallel algorithm not only significantly lowers the runtime for 15 iterations, but also improves on the accuracy of the serial algorithm. McDonald et al. (2002) also note this increase in accuracy, and suggest that it is due to the averaging effect of combining weight vectors from each shard. We additionally note that there appears to be a tradeoff between runtime and accuracy as the number of shards varies.

We also ran this experiment on the cluster with different numbers of cores per machine, and on the first exclusive machine, obtaining similar results in each case.

### 5 Combine step topologies

Both combine methods duplicate and transmit the same number of weights, but with different granularity and communication patterns. To compare them we ran both on the cluster with 5, 10, 15, and 20 shards. Multi-combine is faster in each case.

We believe that this is due to single-combine creating a bottleneck at the combining process. On the cluster we were unable to make bandwidth measurements, so we used the second exclusive system (see section 3) to evaluate this hypothesis. Here MPI used the multi-core environment directly (not through the network). The L3 CPU cache is per-chip, while L1 and L2 are per-core. The L3 miss rate is thus an estimate of traffic between chips, so we used it as an equivalent to network bandwidth.

Running both methods for 15 iterations with 15 shards, multi-combine finished in less than half the time of single-combine. We found that multi-combine maintained a similar miss rate for each process, but with single-combine one process had a much higher miss rate than the others. Moreover, the bandwidth peaks for single-combine were (very roughly) twice as high and twice as long as those for multi-combine. This suggests that the system is indeed bottlenecked on the single combining process.
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