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ABSTRACT

To facilitate the sharing of information using madeom-
munication networks, users must be able to decileao
privacy policy—what information to conceal, what rte-
veal, and to whom. We describe the evolution dfgmy
interfaces—the user interfaces for specifying pyvpoli-
cies—in MLLABCLIO, a system for sharing web browsing
histories. Our experience has shown us that pyiyendi-
cies ought to be treated as first-class objecticypobjects
should have an intensional representation, andcagyiin-
terfaces should support direct manipulation of ¢halsjects.
We also show how these conclusions apply to a tyadke
domains such as file systems, email, and telephony.
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INTRODUCTION

It is commonplace that modern communication netaork
should support the sharing of information while tpating
people’s privacy. To this end networks provide haec
nisms that enable each user to specifyri@acy policy—
what information to conceal, what to reveal, andvteom.
For example, file systems support protection mofies
directories and documents, and the telephone nktwor
provides Caller ID but enables callers to make Hwves
anonymous.

However, we observe that todaysivacy interfaces—the
user interfaces to these privacy mechanisms—areulipef
inadequate. A user with a particular privacy pplit mind
often lacks a convenient means for enforcing ibr &am-
ple, there is no way to instruct one’s phone tadrif the
call is from a friend or family member, but forwaggtery-
one else to the answering machine”; a user mubkereit
screen each call individually or forward all caltsthe an-
swering machine. Similarly, to share files in Womgs NT
or UNIX, one must individually manipulate each féad

folder.

Today’s privacy interfaces are based on propedfdadi-
vidual objects—to enforce a general privacy poliegich
affected item must have its privacy property sefiviidu-
ally. This is inconvenient for large numbers @hiis. For
example, users refuse to set a “protection” on eaofail
message they receive. Moreover, users do not tiave
ability to proactively specify complex policies thavill
cover messages not yet received. For the sakernfeo-
ience, people default to coarse-grained privacyicigsl
where all potentially sensitive information sucheamail is
kept under “lock and key.”

In this paper, we recount the evolution of privamgrfaces

in CoLLABCLIO—a system that supports automated sharing
of Web browsing histories. @LLABCLIO stores a person’s
browsing history indexed by keyword (and otherilatiies).

A typical CoLLABCLIO query might be “Show me all the
pages visited in the edu domain containing the phrase
di rect mani pul ati on.” Significantly, GLLABCLIO
users can make queries against the browsing hisibry
other users, raising obvious privacy concerns.

We have redesignedoCLABCLIO’s privacy interface sev-
eral times in response to user feedback. Our eqeas

led us to conclude that privacy policies shoulditst-class

objects that are easy to create, inspect, modify,naonitor.

They should have a compact representation and gguply
actively to items not yet created.

These conclusions are sufficiently broad as toyafipbkuch
diverse domains as the Windows NT file system, d:ma
and telephony. We have analyzed the privacy iates in
each of these domains, and show how they faildat tpri-
vacy policies as first-class objects.

RELATED WORK

Several systems have already addressed the problem
sharing URLs. Warmlist [8] is similar todCLABCLIO in
that it automatically indexes the content of welpgsa
stored in a user’s bookmark list. However, theydatility
for sharing URLs with other users is by indiredthporting
other users’ Warmlists. Several other systemsnaillsers
to share URLs with one another directly.

WebTagger [7], Grassroots [6], and Jasper [2] ple\a-
cilities for sharing bookmarks between colleagués &



centralized repository. By requiring users to iy

half. This network of Qos makes up the @@LABCLIO

choose which bookmarks are shared with which people system. Thus, a user can ask hisoQto query his col-

however, they expect each user to anticipate tigedsts of
her colleagues, and manually enter the web page tivg
system each time she comes across something whitit o
to be shared.

Another area of related work concerns the issugrivhcy
in conjunction with collaborative systems involvidiye
video feeds. Bellotti [1] proposes a frameworlgtade the
incorporation of privacy into the design of collagtve
systems, as well as a set of criteria for evalgasinch sys-
tems; the evaluation section discusses our experigith
CoLLABCLIO in light of several of her criteria. In addition,
Hudson and Smith [4] study privacy in conjunctioithwa
video awareness system. The shadow-view techrfigpe
resenting areas of recent motion in a live videedfevith

leagues’ Cios in order to discover who has visited web
pages with certain attributes. For example, onaldco
search for “All pages which Joe has visited thattaim the
phrasecol | aborative filtering.” To discover pet
owners, one might search everyonelsoS for “All pages
containing the word at s.”

Of course, remote queries against users’ web browsiis-
tories might reveal information that they would fereto
hide from other users, such as stock quotes, ¢gesses,
fetishes, or health concerns. Logically, pagesnia’s web
browsing history can be partitioned into equivakeotasses
based on the groups of people who are authorizezb¢o
those pages. In the simplest case, there are agsad: pri-
vate web pages (those which should be visible tmlthe

darkened squares) implements a compact and preactivowner) and public pages (those which can be shaitd

policy for video privacy.

Yenta [3] is a distributed agent system that useaileand
other sources to build up a profile of a user; fiigfile is
used to automatically match users with similar riesés.
While Yenta was designed to provide informationusity
using encryption, it does not directly address ifseie of
information privacy which we are concerned withéher

COLLABCLIO

We now turn to the evolution ofdCLAB CLio—our testbed
for investigating privacy interfaces. We begin discrib-
ing CoLLABCLIO’s domain.

Web History Domain

As we access more and more information via the wein-
dard navigation solutions such as bookmarks andrifee
become less adequate for enabling us to find oyrbaak
to pages of interest. There is a clear need technology
to mitigate the “lost in hyperspace” phenomenorg &ax
cilitate the retrieval of useful links.

In response to this need, we developadS-a program
that automatically indexes the content of web pdbasits

user visits. QO runs on a person’s workstation and cap-

tures her browsing history automatically. A usan search

her Q.o for pages which she has previously visited by de-

scribing the desired web page in terms of attribstiech as
the page’s keywords, parts of its title and URIg. etFor
example, one could search for “All pages visitedhi@ last
two weeks that contained the keywopts vacy andse-
curity.”

In addition to retrieving URLs for personal use, often
need to share URLs with colleagues. Most appraathe
this problem have centered around shared booknistek |
(for example [2, 6, 7]). However, such approadeegiire
a user to anticipate which URLs may be of intetesbth-
ers, and to manually enter such URLSs into the syste

To support URL sharing, each user may elect tsstegher
CLio with a centralized server; anyIG can be contacted at
any time to service a “remote” query on another’ssee-

other people). Clearly, @LABCLIO should only return
public pages in response to remote queries. Tovalsers
to classify pages as public and private, we desaagp pri-
vacy interface for GLLABCLIO.

Example-based privacy interface

Our first privacy interface design consisted of tmecha-
nisms: a record light and a search-and-mark tddie rec-
ord light widget (Figure 1) is designed to be kepscreen
near a user’'s web browser window. It is basedhenidea
of the red light on a video camera. When the lighon,
actions (web page Vvisits, in this case) are reabedepub-
lic; when the light is turned off, web pages areorded as
private. Users can toggle the status of the retighd at
any time; this action changes the classificatiorthef page
currently displayed in the browser. The recorchtligs
sticky: once it has been toggled, it remains in gate until
the user explicitly toggles it back. The use a$ trecord
light interface lets users classify every web pagmedi-
ately as either public or private.

Figure 1: Screenshots of the record light window.
The top window is displayed when the record light is
toggled to PRIVATE, the bottom when it is set for
PUBLIC.



The second mechanism, the search-and-mark tool, wasveb page contains the wogkx, and toggle the record

meant to be used in conjunction with the recortitligs a
method of reviewing and amending previous decisions
Once web pages have been indexed into theA&BCLIO
system, a user can use the search-and-mark mechémis
change web page classifications. She can do hissing
CLIo to search her history, selecting one or more efréx
turned pages, and marking them as either publprivate.

An informal user survey, however, revealed thas thier-
face was inconvenient to use for certain types rofapy
policies. For example, to implement the policy deliall
visits to web pages in thecom domain,” a user would
have to remember to either toggle the record lkiglgrivate
each time a comsite was visited, or to periodically search

light accordingly. On the other hand, one wouldabée to
state this policy explicitly in an intensional repentation,
and rely on the system to enforce it. Furthermtive inter-
face could “remember” the policy and apply it teuie web
pages as they are being visited and indexed by
CoLLaBCLIO.

Although the search-and-mark mechanism gives tipeasa
sion of an intensional representation, in factréserved the
extensional representation used by the record hghtha-
nism. Privacy was still implemented as a propeftgach
document. One user was surprised to hear thaiuglthhe
had used the search-and-mark mechanism once tifglas
. comsites as private, future visits t@om sites were not

for all. compages and mark them private at a later date. Inautomatically classified as private.

the first case, the number of actions on a useais -
creases with the number of sites visited. Thersgtoase is
equivalent to choosing a coarse-grained defaulteption
and periodically refining it to better reflect tdesired pri-
vacy policy. Furthermore, in this example thereaisvin-
dow of time during which private information coube re-
vealed: a remote query occurring after a page w&ted,
yet before it was marked as private, might reveakstive
information.

In addition, some users found it hard to go baadk @su-
alize their privacy policy; there was no way td lig sum-
marize all the private web pages in one’s histoAnother
criticism noted that the record light wasn't proeet if a
site was marked private in the past, subsequeits$ visthe
site weren't automatically marked private, but welassi-
fied according to the current setting of the redaghit.

Lessons Learned

In considering these concerns, we realized thatdbe of
the problem was the lack of an explicit privacyipplob-
ject: privacy was treated aspeoperty of individual docu-
ments, not as aobject in its own right. We hypothesized
that a person’s privacy policy ought to a firstssleobject
with a compact representation; it should apply ptigaly
to items not yet created. The privacy interfaceusth make
it easy to create, inspect, modify, and monitohsoigjects.

To clarify this objective, we introduce the distion be-
tween intensional and extensional representatidnprie
vacy policies [5]. Arextensional representation describes a
set by enumerating the items in it (such as aofisll pri-
vate web pages). The record light interface ceeateex-
tensional privacy policy. In contrast, amensional repre-
sentation describes a set by characterizing thectdbjn the
set. Consider, for example, the policy “Hide albwpages
that contain the wordex.” Using an extensional privacy
interface such as the record light, one must notiben a

1 An intermittent ©LLABCLIO user was particularly vocif-
erous about the difficulty of recalling his privapplicy
after some time away fromaCLAB CLIO.

These considerations led us to develop a privamwyface
for CoLLaBCLIO that supported an intensional privacy pol-
icy representation. This interface is describedhm next
subsection.

Rule-based privacy interface

CoLLABCLIO’s second privacy interface centers around the
privacy policy editor window (Figure 2). This wioa
supports the creation, inspection, and modificatérpri-
vacy policies. A privacy policy consists of a ddfgoro-
tection (either public or private), and a list oles which
describe a set of exceptions to that default.

Documents default to private —nl

Unless they match one of the following rules:

url:washington
agent -travel

|

5]

=

Update | Cancel Help

W Verify before update

Figure 2: Screenshot of the privacy policy editor in-
terface.

Each line in the policy represents one rule. Badh is a
list of words, using a syntax similar to that usegopular
Web search engines such as Alta Vista and Lycosinas
sign in front of a word means negation, andrad : prefix
specifies a match against the document’s URL idstdats
textual content. There is an implicit conjunctiover the
words in each line. The union of the sets desdrinethe
rules makes up the set of exceptions to the defawticy.

For example, the privacy policy

url : washi ngton
agent -travel



describes a set of documents consisting of all pafes
whose URL contains the stringashi ngt on, as well as
all web pages that contain the woadgent but not the

wordt ravel . If the default policy were private, then the

web pages contained in this set would be the oolylip
documents in this user'sL©.

Since users were not always sure of the exact ageeof
the rules they created, we added two monitorinditias to
CoLLaBCLIO.
displays the title of each web page and its cliesgibn as it
is visited in a web browser. In addition, we pdwia
guery-log window that displays which URLs (if anygre
returned in response to remote queries. The moaitd
qguery-log windows enable a user to verify that flodicy
created in the rule-editor window is having theisk ef-
fect.

Web pages and their classifications:

+ Uniwv. of Washington Computer Science & Engineering
+ Cverview of UW Computer Zcience & Engineering

+ UW CSE Research Programs and Resources

+ UW CSE Research in Information Retriewal,
Systems, and Softhots

+ Intsrnet Fofthot Research

— Alaska Birlines

— Reservations

+ HuskySearch

+ UMBC RAgent Web —
+ UMBC Agent Web

[+ UMBC Agent Web

@ PUBLIC

Figure 3: Screenshot of the monitor window. Titles
of recently browsed web pages are displayed; they
are prefixed by their classification into public (+) or
private (-). Theicon at the bottom shows the classi-
fication of the current web page, displayed just
aboveit.

Database

Direct manipulation of privacy policies

Our claim that privacy policies should be treatadfiest-
class objects leads naturally to the conjectureahaivacy
interface should support direct manipulation ofvacy
policies. This term, first coined by Shneiderm@j fefers
to user interfaces with the following three projeest

1. Continuous representation of the object of interest

2. Physical actions or labeled button presses inst#ad
complex syntax.

3. Rapid incremental reversible operations whose itnpac

on the object of interest is immediately visible.

In this section we show that all of our interfaesesbodied
some of these properties, but further improvemeay ive
possible.

At first, it may appear that the record light ifitere satisfies
all three properties. However, while the lightnsisputa-
bly a continuous representation, it representspitreacy
policy applied to a single point (the web page currently

Figure 3 shows the monitor window that

being viewed) instead of the complete policy objeszlf.

Pressing the button in the record light widget eauthe
function’s value at this point to change; this astcan be
immediately reversed. In a sense this mechanisra soe-
port direct manipulation, but one can only view @hdnge
the policy piece by piece.

While it does not provide a continuous represematthe
search-and-mark interface can be used to direaly and
modify a larger fraction of the privacy policy, bglecting a
set of web pages. The results of the search are dis-
played, along with their privacy classification. physical
action (selecting the desired web pages and aictiyat
menu item) will subsequently modify the privacy ipgl

this action is reversible by reselecting those cisjeand
choosing a different menu item.

Since it does not have a compact representatierpriliacy
policy object is not continually represented irheit of the
extensional interfaces. It would be cumbersomigaeerse
a long list of web pages and their classifications.

In contrast, the rule-editor interface (by virtukits inten-
sional representation) provides a continuous, camnfsx-
tual representation of the privacy policy. Theigotan be
modified directly in the rule-editor window by eidig the
text using standard text-editing commands.

Since privacy policies can grow complex, the manénd
query-log windows provide two alternate views of tbri-
vacy policy function: monitoring and verification.The
monitor window shows how the function classifiesbwe
pages as they are browsed. The query-log windaifiese
that the function is correct by showing which wedges
were returned in response to a remote query.

Table 1 summarizes how well each of the privacyhaec
nisms meets the criteria for direct manipulation.

Type | Cont. | Physical | Reversible w/
Repr.? | actions? | feedback?

Record Ext Low High High
light
Search- | Ext Low High High
and-mark
Rule- Int High Med Med
editor

Table 1. Privacy interfaces in CoLLABCLIO, and
how well they satisfy properties of direct manipula-
tion interfaces.

EVALUATION

Of the people using our system, four have beengutia
record-light and search-and-mark privacy interfades
several months. In an informal study, we introdLitteese
users to the rule-editor interface, had them uskritan
hour, and asked their opinions of the new interfé&ased



on our preliminary results, all users preferredriiie-based
interface to the example-based interface.

We now analyze GLLABCLIO in terms of Bellotti's [1]
criteria for evaluating ubiquitous computing seedac

Flexibility: what counts as private varies according to
context and interpersonal relationships. Thus mechanisms

of control over user and system behaviors may need to be
tailorable to some extent by the individuals concerned. We
designed flexibility into the system from the staRrivacy
policies are configurable, not fixed; the systenesimot
impose any particular privacy policy on anyone. eOn
measure of flexibility is the expressiveness of llreguage
available for specifying privacy policies.

CoLLABCLIO’s example-based privacy interface is fully
expressive since any policy can be specified bygliog the
record light between public and private at the appate
times, or by later changing the classification atwpages
using the search-and-mark mechanism.

The rule-based interface is fully expressive wibpect to
the keyword and URL attributes it supports; anwacy

policy which can be expressed in terms of the keg®o
used in web pages, or their URLSs, can be enterdtire

system.

Although the interface requires that a privacy @plbe
encoded as a list of conjunctive rules, this retitm does
not reduce the expressive power of the interfadee list of
conjunctive rules is treated byoQ ABCLIO as a digunc-
tive normal form (DNF) formula, i.e. a disjunction of con-
junctions. Any boolean logic function can be catee
into DNF, thus any policy over these attributes banex-
pressed in the rule language. In practice, uséis were
able to express their policies using compact rels sere
satisfied with the ease of creating, inspectingl amodify-
ing their privacy policies using this interface.

Although the rule language is expressive, one usted
that this presented a problem when trying to dpasseb
pages containing little text (for example, pagesnais
HTML frames, or heavily graphics-based pages); tisier
had to resort to using an inconvenient list of URbslas-
sify those pages. Otherwise, users found thangaot list
of keywords and URL fragments were sufficient tassify
most web pages.

Trustworthiness/Learnability: systems must be technically
reliable and instill confidence in users. In order to do this
they must be understandable by their users. Proposed de-
sign solutions should not require a complex mental model
of how the system works. While the extensional privacy
interface appears to be conceptually simple, sévesers
misunderstood how it worked. The interface impletaea
model in which each visit to a web page is eithablic or
private; as web pages are visited, they are adudéuktsys-
tem with a classification determined by the curregiting
of the record light. Subsequent use of the seanchmark
mechanism changes the classification of documédrdgady

in the system, but this action does not apply pirealy to

future visits to web pages. Two users mistakemljelied

that by using the search-and-mark mechanism toifgpec
privacy policy, this policy would be applied to welges
seen in the future.

We designed GLLABCLIO’s rule language and monitoring
facilities so that this interface would be easilydarstood
by users. The interface relies on a simple rufguage
with a familiar syntax; neither disjunction nor patheses
are allowed in rule antecedents to maintain rutepbcity.
In addition, the interface avoids rule conflicts dtipulating
that all rules (except the default) classify paigethe same
way. If the default is public, all pages matchimgy rule
are private and vice versa. Thus, rule conflictsimpossi-
ble and rule ordering has no impact on which paayes
private. Finally, the query-log and monitor winddwelp
the user to verify that her policy is having theeirded con-
sequences.

Although not our main concern, bugs and securityés
continue to be an impediment to user acceptanceuof
system.

Low effort: Design solutions must be lightweight to use,
requiring as few actions and as little effort on the part of
the user as possible. The record light requires a small, con-
stant amount of effort to classify each incomingovpage.
As mentioned in the previous section, some usensdfahat
this interface required too much effort. In esseitlee pol-
icy object created using the extensional privadgriace is
neither compact nor proactive, thus making the reffe-
quired to create, inspect, and modify one’s privpolicy
too high. For one user, difficulties in visualigihis policy
also served to erode his trust in the interfack!l ‘tan’t
remember or visualize my policy as encoded in
CoLLABCLIO, how can | be sure it's doing the right thing?”

By virtue of being intensional, the rule-based iiftee has
two key properties that reduce the effort requi@dise it.
First, the interface supportscampact privacy policy ob-
ject—instead of a list of thousands of web pagesthait
classifications, the policy representation consifta set of
keywords and URL fragments. As the number of web
pages in a user'su® grows, a simple change to her pri-
vacy policy may change the classification of adangmber

of web pages. Second, the interfacerisactive—the pri-
vacy policy is easily applied to documents as tieyadded

to the user’'s Q0. Users agreed that while the rule-based
interface required more effort up front to creatpdiicy,
over time it required less effort and was more eoment
than the original example-based approach.

Ideally we might allow a user to enter single-payeep-
tions to rules, rather than having to change rinigbe pri-
vacy policy until every web page is classified eaotly.
However, this would make rule ordering significant;
quiring a more complex mental model to use the fae
guage.



Appropriate timing: feedback and control should be pro-
vided at a time when they are most likely to be required
and effective. Both interfaces display immediate feedback
about the operation of one’s privacy policy. léthage is
not classified correctly, one may immediately chanie
privacy policy in order to rectify the problem.

Perceptibility: feedback and the means to exercise control
should be noticeable. Feedback and control are provided
by the record light, monitor, and query-log windows

Unobtrusiveness: feedback should not distract or annoy. It
should be selective and relevant and should not overload
the recipient with information. See Figures 1, 2, and 3.

Minimal intrusiveness: feedback should not involve infor-
mation which compromises the privacy of others. We
adopt the principle that one’s privacy policy ougbtre-
main private, despite multiple queries against fhatson.
(We considered numerous “attacks” against a upevacy
policy and designed the query facility to prevenem.)
Also, when a person issues an anonymous query sigain
other people, her name is not logged along withnimmes

of people making normal queries in the query-log.

Fail-safety: in cases where users omit to take explicit ac-
tion to protect their privacy, the system should minimize
information capture, construction, and access. In both
interfaces, the default privacy policy is to clégsiveb
pages as private, thus minimizing the amount afrimftion
shared with others.

Meaningfulness. Feedback and control must incorporate
meaningful representations of information captured and
meaningful actions to control it, not just raw data and un-
familiar actions. The record light is analogous to the fa-
miliar red light on a video camera. The rule laagg is
similar to the language used in major web seargjines
for finding web pages.

Low cost: Naturally, we wish to keep costs of design solu-
tions down. Our implementation is a prototype; the empha-
sis on low-cost design and implementation reflectsade-
off in the trustworthiness and reliability of thesulting
system.

PRIVACY INTERFACES IN OTHER SYSTEMS

Our experience with @.LABCLIO led us to the conclusion
that privacy interfaces ought to support privacyjigies as
first-class objects, and that compact, proactiveapy poli-
cies can best be represented intensionally. Ta $hat our
insights can be applied to domains besides web $ingw
we use them to critique the privacy interfaceshire¢ dif-
ferent systems: Windows NT 4.0, email, and teleghon

Windows NT 4.0 enables users to share files with co
leagues across the network. Each file has assdoidtk it
a set of permissions; these permissions grant ngugvels
of access to listed users. A dialog box displégslist of
users/groups allowed to access each file or dingcédong
with the permissions granted to each one. Cheadox

control whether a setting is applied to the curféef or to
all files recursively in this subtree. In this ldig box, users

and groups may be added, deleted, or have the&sacc

rights modified?

This system treats privacy as a property of filed tolders
instead of as an object in its own right. Duehis exten-
sional representation, privacy does not scale rgelaum-
bers of items. It is difficult to visualize. Fexample, there
is no way to list which files are shared with atjgatar user
in Windows NT 4.0. In addition, the privacy of arpcular

file depends on its location (whether or not itslesing

folder is shared). Excepting the case where airfiterits

permissions from its enclosing folder, privacy &t proac-
tive—it does not apply to items that have not yedrbere-
ated. There is no way to express a proactive ypslich as
“Share all Microsoft Word documents, regardlesshafir

location.”

Email clients such as Pine, MH, and Eudora provide
specific mechanisms for expressing a privacy potwer

email messages. For example, a user might sendeand

ceive email messages related to camera equipmadt,
wish to share this archive with other users. Shiseemail
program provides no mechanisms for automaticaléyial
information, he must use the file system to accashpl
sharing, subject to the underlying mechanism’stétions.
In this case, the user must manually save all cairedated
messages to a special folder, and use whatevesyfitem
mechanisms are available to make the contents ief
folder public?

In the telephony domain, both the caller and tlvgpient of
the call have information they may choose to keeyate.
Caller ID is a technology that reveals the name ramdber
of the phone used to make the call. The caller wiak to
keep her phone number private and the recipient wisly
to avoid revealing whether she is at home to thkecall.
To protect her privacy, the caller has the optibmemain-
ing anonymous on a particular call or on all calls re-
sponse, the recipient has the option of refusingetive
any anonymous calls. Answering machines are antdch
ogy that enable a person to “screen” individuals¢adee
who is calling, and decide whether to answer theordet

2 The UNIX file system provides a similar commanmugli

a

th

based interface. Themask command implements a dy-

namically-scoped default protection, in contrasthwihe
lexically-scoped protection of NT’s folder permissiin-
heritance.

% This single mechanism conflates multiple objectiveA
user has no way of dissociating the privacy of émais-
sages with his organization for locating them hifnsé

user who ordered a used camera via email might want

keep this with his other camera messages, yet higleito
do this safely if the message contained his creditl
number.



the caller leave a message. Both technologiew glkpple
to make decisions regarding individual calls (dr callls)
but fail to enable them to articulate more expresgioli-
cies based on groups of users.

The telephone system uses an extensional repraeantd
privacy policies, and hence policies for phonescatle not
compact or proactive. For example, the telephgistem
does not allow one to state the proactive policpser all
phone calls from coworkers, and direct all othdisda the
answering machine.” In order to enforce such acgpla

person would have to screen each call individuaBimi-

larly, a person cannot instruct the Caller ID syste reveal
his phone number under certain conditions (whefingal
family) but not others (when calling vendors).

FUTURE WORK

Our testbed implementation is only the beginnikige plan
to gather more users so we can conduct largerestunfi
user acceptance. There are many directions torao f
here, but we focus on two main areas: increasiegett
pressiveness of privacy policies, and making it encon-
venient to use the system.

User feedback has revealed several areas in whéchri-
vacy rule language in @LABCLIO is not expressive
enough. These areas include time-based policiédiaer-
grained classification.

Our simplification of policy assumes that policiee not
time-dependent. However, this precludes the exeof
policies that are a function of time, for example:

» Don't share any information about class gradesl unti

grades have been released at the end of the grpeing
riod.

« Hide all web pages visited during non-work hours.

In the future, we plan to investigate interfacesdtowing
users to specify time-dependent policies.

We have assumed a binary classification schemevédr
pages: public and private. However, there are ntasgs
in which this is insufficient: for example, a usaight want
to define a group of ri ends, with whom he’ll share in-
formation that is private to everyone else. Thimplicates
visualization of the privacy policy.

Although not described in this papeICABCLIO provides
a small amount of support for tailoring privacy ipiEs
based on the identity of the person asking forrimgtion
(the asker).
tings similar to those found in the Caller ID systethe
asker can be anonymous when making a query, ancethe
sponder has the option of refusing anonymous cgierie
responding anonymously. A future extension will foe
support a richer set of asker attributes, and aloprivacy
policy to be conditional based on these attribusesh as
the asker’s privacy policy or his research groufphis
would allow policies such as:

The current system provides anonymity set-

e Symmetry: answer a query only if the asker would an
swer the same query for me.

e Share my current research results only with peaple
my research group.

In addition to expressiveness, it would be posstblén-
crease the convenience of the current system. vageto
accomplish this would be the use of machine legrnn
generalize privacy policy rules based on a setabtled
examples, or construct an intensional policy gigarexten-
sional representation. However, users might ndetstand
how the machine learning algorithm worked, and wdus
less likely to trust it to learn the correct policA system
which incorporated machine learning might allowsamto
classify certain representative pages, and usentwhine-
generated rules as guidelines to help the userulate his
desired privacy policy.

CONCLUSION

We have introduced the notion of an explicit privgolicy
object, and discussed two classes of interfacesgecify-
ing privacy policies. We have conducted a casdystaf
intensional and extensional interfaces in the welwbing
domain, and discussed the tradeoffs between th&mur
experience has led to the following conclusions:

»  Privacy policies should be treated as first-clagsas.

« Policy objects should be easy to create, inspeatlifyn
and monitor; this is facilitated by a direct margiion
interface.

* Policy objects should have a compact representation

and apply proactively to items not yet createds fki
facilitated by an intensional representation.
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