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ABSTRACT the translated sequences of lemmata into sentetheds
The need for translation among the world's thousaofl reflect the meanings intended by the senders.
natural languages makes information access and, EpMMATIC COMMUNICATION

communication costly. One possible solution is l@tim  The |emmatic communication process consists ofethre
communication: A human sender encodes a message '”tstepS' encoding, translation, and decoding. Engpdind

sequences of lemmata (dictionary words), a massivel yecoding are done by the sender and receiver risglge
multilingual lexical translation engine translatbem into and the translation is done by the system using an

lemma sequences in a target language, and a humagiomatically constructed translation graph (Traag®)
receiver interprets them to infer the sender’s ridesl 2].

meanings. Using a 13-million-lemma, 1300-language
translation engine, we conducted an experiment in
lemmatic communication with Spanish- and Hungarian- Pseudo Sentence
speaking subjects. Translingual communication V&8 | (" 1pecrocodie 00 &
successful  than intralingual communication, and ' accepts 4 |
intralingual communication was less successful wtien s J Py —
lemma sequences were artificially randomized befbee Original Sentence Sender ===
receiver saw them (simulating word-order difference Sheee
among languages). In all conditions, however, nregi

were transmitted with high or moderate fidelityahleast

40% of the cases. The results suggest interface and ——— —

|Encoding ‘ . ‘ aligator, accept |

\_Translation ‘

]

translation-algorithm improvements that could imse the /' Elcocodrilo Lo~ :\, — (cacodrio, aceptar |
efficacy of lemmatic communication. < Blraunek = ({1 &
N A = Translated
Keywords Interpreted Sentence R v Peeudo Sentence
. . . . . . ecelver
Lexical translation, lemmatic, communication, usterdies a
INTRODUCTION Figure 1. Lemmatic Communication example

The Internet has greatly expanded the ability tarsh
information, enabling communication between physica  gncoding

and culturally distant people. However, there arer®000  |n the encoding process, the sender selects lemmnata
living languages [1], and the need to translate @sak convey a statement or question. For example, thelese
communication expensive even when distance is ngelo might encode “A couple of previous guests recomradnd
an obstacle. Attempts to make translation inexpenbly your hotel to us.” as “two, previous, guest, reccenh
automating it have been only partially successfotl they  hotel”. Using autocomplete lists, the system pesntite
have ignored 99% of the world’s languages. For etam  sender to select only lemmata that can be tramslate
the popular Google Translate application covers &3 automatically into the target language.

languages [3] Translation

If people communicated using only lemmata (wordd an Translation is performed by TransGraph [2], a tiatitn
phrases in their citation, or dictionary, formsytamatic engine based on a graph constructed from about 600
translation would be greatly simplified, permitting machine-readable lexical resources. The graph milyre
translation among thousands of languages. By cdmbin  contains 13 million expressions in 1300 languagks;
existing resources (bilingual and multilingual dciaries, million senses; and 27 million edges, each edgeeding
thesauri, and glossaries), one could build a systeasn a lemma to a sense. In the translation processsytsiem
infers translations of arbitrary lemmata into awdoiy target translates each lemma into a lemma in the targejulage
languages. and assembles the translated lemmata into sequences
In this paper, we evaluate such a system of tragséil ~ corresponding to the original sequences.
lemmatic communication. Senders encode messageNhen one or more direct translations in the tal@eguage
sentences into sequences of lemmata, these arexist, the system translates the lemma into onthade.
automatically translated; and receivers attempti¢oode Otherwise, the system infers a translation fromhgat
through intermediate translations. In each case sylstem



estimates the probability that each candidate laéons is a
correct one and selects the candidate with thetegea
probability.

Decoding

In the decoding process, the receiver reads seqseoic
lemmata and attempts to infer the intended meanfiegch
sequence. For example, the receiver might read home,
inside, three, sleep, room, exist” and infer tat intended
meaning is “There are three bedrooms in my home.”
USER STUDY

We evaluated a system of translingual lemmatic
communication to determine whether such commurminati
can succeed and, if so, what conditions promoteessc.

Our questions were:

« How satisfying is the process of lemmatic

communication to its participants?
» How long do encoding and decoding take?

« How much of the intended meanings is conveyed
in lemmatic communication?

Hungarian that TransGraph could translate into Bpan
and vice versa. If the encoder typed an incorrtigs the
box would turn red and disallow it, as seen attibgom of
Figure 3.

Rewrite each sentence below by choosing words and phrases from our dictionary. When you begin to type, the list of
matching dictionary words and phrases will app

143

isit y during fist week

2. A previous guest of yours recommended your hotel to us
previous quest recommend  |hotel

3. We are two adults and one three-year-old child
two adults one child

chid’s
chidbearing
chidbed
chidbirth
chidhood

4.15 @ non-smoking room available beginning M|

chidish
rhidike.
chidy

5.We'll depart on Saturday morning

6. My husband has difficutty sleeping

415 a non-smaoking room available beginning Monday night

* Does the order of lemmata in a sequence conveyrjgyre 3: The online encoding inter face

useful information to the decoder?
e Is lemmatic communication less successful when

There were two Hungarian and two Spanish encoders.
Encoders took between 6 and 50 minutes to encocle ea

the lemmata are translated than when they remainpage, with a mean time of 17 minutes. The meandingo

in the original language?

We performed the study with two languages, Hungaria
and Spanish.

ENCODING PHASE

We created a set of three scenarios, each desariibledh
series of ten sentences. The sentences were wiiiten
English, professionally translated from English oint
Spanish and Hungarian, and checked by bilingual
translators.

Subjects in the encoding phase converted each neente
into a sequence of lemmata using our online engodin
system. In addition to gathering encoded sequefaea
later phase of the study, the purposes of the dingo
phase were to get qualitative feedback from theo@eis
about the process and to get information (length,
specificity, etc.) about likely encodings.

The scenarios were:
Visit: Visiting a city and booking a hotel
Fable: The Monkey and the Crocodile
Book Group: Message about a book group

Figure 3 shows the online encoding interface. & waitten
using .NET aspx pages and the jQuery JavaScririib
[4] for dropdown functionality, with data stored in
Microsoft SQL Server 2005. When encoders type two
letters, a drop down box appears showing the ptrthit
lemmata. There were 18,139 permitted lemmata imiSpa

time for a Spanish page was 9 minutes, versus Mites
for a Hungarian page. Because of the small samipts s
encoding time may be skewed by one participant. él@w
the encoding times for Hungarian were always lorigan
for Spanish, perhaps because of difficulties whhracters
not in the standard online alphabet. [What doesrtigan?]

The mean encoded sequence length (in lemmata) Wa@s 1
more than the mean original sentence length (irdg)oiOf
all the sequences created, 68% were longer thadt Weére
equally long as, and 15% were shorter than theiircso
sentences.

Encoding Feedback

The instructions given were deliberately imprecisegrder

to explore people’s natural inclinations. The instion was
“Rewrite each sentence below by choosing words and
phrases from our dictionary.” We also gave example
encodings. From participant comments, we learned th
participants often felt they needed to encode ewemd of

the sentence. We also found that they wanted a taway
encode information that is not available in theg ksich as
exclamations, questions and verb tense. In out fel&ts,
which were conducted in English, there was excellen
coverage of lemmata (40,957), and so participargge w
surprised when a specific lemma they wanted towese

not in the list. Also, participants were not vexyagie of the
phrasal lemmata and occasionally had to go back and
change multiple words into a corresponding phrase.
Encoders expressed some frustration with our list-
constrained approach. One criticism was that aespaes

and 24,482 in Hungarian. These were the lemmata innot move to the next box, so a tab or click is seagy.



This is a necessary feature because phrases regspace
to be typed without moving to the next box. Another
criticism was that we required people to immediatel
correct their mistakes.

Encoding Guidelines
We present a series of encoding guidelines baseduon
encoders’ experience.

There is a tradeoff between allowing users to tgpg
words they want in a traditional text-editor formamd
using a list-constrained approach. While the lsstup is
limiting, allowing people to type anything may caua
frustrating system response demanding changes do th
lemmata that cannot be translated. Potentially, rtoest
appropriate long-term solution is a combinatiorthaf two,
where people are allowed to type what they wish but
receive immediate feedback, such as a coloreduimer
untranslatable lemmata with accompanying suggestidn
alternatives. Another useful addition would be to
automatically detect and combine phrasal lemmatgive
clearer hints about their existence.

Given the requests of participants, the systemldhalow

for the encoding of metadata describing propertiés
lemmata (e.g., tense) and sequences (e.g., exdbernat
guestion). Observation also suggests that it wdodd
beneficial to encourage shorter encodings and to le
encoders know that they do not need to encodeclesti

DECODING PHASE

The purposes of the decoding phase were to geitafiad
opinions about the clarity of the lemma sequenceksta
collect sentences produced by decoders for congparis
with the originals. Decoding took place under three
conditions: Same, Randomized, and Translated. B th
Same condition, the decoder was presented withobitee
original encodings. In the Randomized conditione th
decoder saw an encoding with the lemmata randomly r
ordered. In the Translated condition, decoders amr&n
an encoding whose lemmata had been translated tfiem
other language by TransGraph, without any changien
order of the lemmata.

There were 49 decoding participants: 30 Hungarian-
speaking and 19 Spanish-speaking. We presentetthrie
scenarios in order: Visit, Fable, and Book Groupd a
counterbalanced the conditions of Same, Randoméredi,
Translation. All of the ten sentences within a dbad
were shown in order.

For each group of words and phirases, ry to imagine the meaning of the original sentence. Write a sentence with that mearing. Later,
offer participants will judge how similar the meanings of the sentences are. Also choose a nurmiber to tell us how clear the meaning
was to you."1" = "very unclear”. "5" = "very clear”

13

(Words

Enter a sentence that represents the words. [Clarity
oy Uniear

Jear 123 45 vy Clear

1. mi, familia, visitar, tu, ciudad,

duratt, primera, semana, en unio 0102030405

2. huésped, anterior, tuyo,

0102 03 04 O5
recomendr, hotel, tuyo

3. nosotros, ser, dos, aduto, y, uno,

A f 0102 03 04 O35
nifio, tres, afo, edad

[4- ustedes, tener, habitacion,
especial, para, persona, que, no,
fumar, desde, lunes, en,la, nache,
si

0102030405

5. nosotros, nos, ir, en, sabado, en,

- 0102 03 04 O35
la, mafiana

/6. mi, esposo, no, dormir,
[facilmente

[7-a causa de, esa, razon, preferir,
habitacién, que, no, esta, frente a,
la, calle

8. nosotros, necesitar, conexion, a,
internet, en, la, habitacion

9. por favor, decir, cuanto, costar,
habitacién

0102 03 04 O35

0102 03 04 O35

0102 03 04 O35

0102 03 04 O35

10. gracias, por, ayudar, a,

Figure 4: Decoding I nterface

0102030405 | v

Figure 4 shows the decoding interface (instructibase
been translated into English here). Decoders sszpre
their guesses about the sequences’ meanings byingnte
sentences and marked each sequence’s subjectiitg ola
a scale of 1 to 5, where 1 meant very unclear anmkant
very clear.

Decoding Results
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Figure5: Subjective Clarity by Condition

Figure 5 shows the mean subjective clarity by cionli As
one would expect, the Same condition had the highean
score. We also discovered that translated sequevitresut
randomization were significantly less clear than
randomized sequences without translation. Eaclereifice
was significant (p<0.01). The mean result for the
Translated condition—the one in which lemmatic
communication might actually be put to use—was 2.99.
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Figure6: Scoredistribution by condition

Figure 6 shows e score distributions. For the Sa
condition, over half of the scores were 4 or 5. le
Randomized condition, over half were 3 or above.
Translate condition scores were fairly uniforr
distributed. Almost 90% of sequences in the S
condition recived a mean clarity score of 4 or
suggesting that lemmatically encoded messages et
understandable under the most favorable condit
However, these proportions decreased to about 65%te
Randomized condition and 40% in the Transl:

condition
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Figure 7. Subjective Clarity by sentence length

Figure 7 shows the subjective clarity by sentersegth.
Longer sentences, over 11 words in length, had I
subjective clarity. Because longer sentences tendat@
more clausesthey are mcsusceptible to reordering effe
(in the Randomized and Translate conditions)
mistranslation (in the Translate conditic
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Figure 8: Mean Time to decode a sentence within each
condition.

Figure 8 shows the time to decode a sentence wéhirt
cordition. On average, decoding took about a minute
sentence. The difference between the Same
Randomized conditions is marginally significant Qp367),
and the difference between the Same and Trans
conditions is significant (p < 0.0

EVALUATION PHASE

During the evaluation phase, the decoded sentenees
compared with the original, professionally transit
sentences and evaluated for meaning similarity. & ngre
10 Spanis-speaking participants and 12 Hunga-
speaking participants in this pha

Para cada par de oraciones traducidas, seleccione un nimero para indicamos qué tan similares son sus significados.
"1"="Sus significados son iguales”, "3"="Sus significase parecen en nada",

13 “How similar are the sentences?”
1= good, 3 = poor

.Comoa son similares las
sentencias? 1 =mas 3 =
peor

Oracién 1 Cracion 2

Mi familia visitara tu ciudad durante la primera
semana de junio.

1. Mi familia visitara tu ciudad en la ||Voy a visitar a mi familia en tu ciudad durante |a
primera semana de junio primera semana de junio

Mi ego y mi familla visitaremos luego t ciudad,

pero primero, durante la semana de junio ®1 82:93

01 02 03

©1 0203

[Tu huésped anterior recormends tu hotel. 01 02 03
lhltljwt :‘uesped anterior tuyo me recomendo tu o1 02 O3
229‘;:;;%90Sgerr;roessdcci‘srsaoiu\tos absueltos y el ifio | 02 03
352;1&5 dos adultos y un nifio de ggsgggsezoargos dos adultes y un nifio con tres o1 02 03
V;I:j;)tdrzsesdzrg.og dos adultos v un nifio de tres 0102 03
(de verdad no entiendo) 01 02 03

4. ; Tienen una habitacién para no- ||9UiZa S8a que se prohibe fumar en esta
P furgadcrss d\spanib)scéssgs Ia habitacion los lunes a la noche, por un ataque || O1 ©O2 O3

noche del lunes? de panico

¢, Tienen ustedes habitacion s;geclat parano
Figure9. Evaluation Interface

Figure 9 shows the evaluation interfaParticipants wer
shown an original sentence and one Same,
Randomized, and one Translated version of thaesea|
in random order. They were asked to score each ©
sentene in terms of the similarity of its meaning to -
original sentence. A rank of 1 was good and 3 was
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Figure 10: Mean sentence-similarity scor e by condition.

Figure 10 shows mean score by condition. As befitre,
best results occurred in the Same condition anavtiret in

the Translated condition. All differences were istatally

significant (p<0.01).

70%
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Figure 11. Perceived Sentence Similarity Breakdown by
Condition

Figure 11 shows the distribution of perceived secge
similarity by condition. It shows a much higheadtion of
good responses in the Same condition than the latads
condition.
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Figure 12. Perceived Sentence Similarity by Scenario

Figure 12 shows the distribution of perceived secge
similarity by scenario. The Visit and Book Group

scenarios had a larger fraction of “good” responses
probably due to the better understanding of context
surrounding them. The fable scenario was less fanahd
had fewer “good” scores. The pairwise differencemean
score among the Visit, Fable, and Book Group coomt
(1.87, 2.00, and 1.89) were all significant (p<0.01
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Figure 13. Mean Sentence Length by Perceived
Sentence Similarity.

Figure 13 shows the mean sentence length by peateiv
sentence similarity. Sentences marked Poor were
significantly longer, on average, than those martebd
(p<0.01) or Middle (p<0.01).

DISCUSSION

Even with the confusion introduced by the randotiiza

of lemma order and by translation, some successful
communication between Hungarian and Spanish speaker
occurred in our experiment. The Randomized conditio
sought to simulate (to an extreme degree) the mwmiggnt
effect of word-order differences among languagepagte
from the effect of lemma translation. If this simtibn is
valid, we have evidence that word-order differendes
impair lemmatic communication. Given the diversi§
sentential (subject/verb/object) and phrasal (ddjefmoun,
etc.) word orders among languages and the intgittbat
both encoders and decoders might develop to hiemi®a
ordering, much additional work could be done on the
factors that detract from efficacy in lemmatic
communication.

The encoding system seems amenable to several
improvements: making it faster, with fewer consttaion
typing; permitting (and encouraging) encoders tiit &mg
sentences into multiple short lemma sequences; and
permitting encoders to type freely and then getli@ek on

the translatability of what they have typed. Furtb#icacy
could result from using more intelligent, contexteae
translation; allowing the sender to check tentative
translations (e.g., via back-translation feedbaok)giving
receivers access to multiple translation candidates
Converting our single-pass system to an interadive, in
which receivers can prompt senders for clarifigaio
might also permit the rapid resolution of linguisti
uncertainty and mistranslations.



CONCLUSIONS
We have shown that lemmatic communication can work, REFERENCES
but its translation component makes it consideraldyer 1. Ethnologue: http://www.ethnologue.com/

and more error-prone. These results suggest thisérbe , .0 Reiter  Soderland Sammer.  Lexical
interface design, the inclusion of annotation feegumore Translz;tion with' Application 'Eo Image Sear’ch on the
intelligent translation inference, and sender-nemei Web. Proceedings of Machine Translation Summit XI
interactivity could make Iemmatic communication 2007' '

effectiveacross thousands of languages.
3. Google Translatehttp://translate.google.com/

4. jQuery  JavaScript  Library: http://jquery.com/
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