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1 Introduction

Context-free inference is a standard part of
many NLP pipelines. Most approaches use a
variant of the CYK dynamic programming al-
gorithm to populate a chart structure with pre-
dicted nonterminals over each span. We can ex-
tract a parse tree from this chart in several ways.
In this work, we compare two commonly-used
decoding approaches (Viterbi and max-rule)
with a minimum-bayes-risk (MBR) method
which has not been widely used. We find that
the latter approach is competitive with and in
some cases superior to the standard decoding
methods.

2 Inference Methods

Viterbi decoding, the simplest and most com-
mon decoding method, finds the most proba-
ble complete tree according to the grammar.
Max-rule decoding, first presented in Petrov
and Klein (2007), optimizes instead the num-
ber of expected correct rules. The argmax is
performed over grammar rules. Petrov reports
an improvement of approximately 1.5 points F-
score over Viterbi decoding; our experiments
showed a similar increase for latent-variable
grammars, but a decrease for smaller grammars.
Goodman (1996) proposed a MBR decod-

ing method which maximizes expected recall
of labeled nodes. He demonstrated that this
max-recall method is able to produce parse
trees which recover more correct nodes than the
Viterbi parse, even if the tree in its entirety
is not permitted by the grammar. He demon-
strated closely related metrics maximizing pre-
cision or balancing the two.
We consider a tree T as a set of labeled

spans. Given the posterior probability of a la-
beled span, γ(X) and λ to select the operating
point, we can produce the desired T̂ using the

maximization:1

T̂ = argmax
T∈τ

�

X∈T
(γ(X)− λ)

Most grammars of interest encode split non-
terminal spaces. That is, many (or all) elements
of the nonterminal set are annotated with ad-
ditional information beyond the training corpus
node labels. For instance, a parent-annotated
grammar splits each nonterminal to encode the
parents with which it occurs in the training data;
latent-variable grammars Petrov et al. (2006)
add latent annotations (e.g., NP might be split
into NP 0, NP 1, . . .NP 47. We can perform
the MBR argmax over the split nonterminals or
while summing over those split states. We re-
fer to these approaches as MBR-Max and MBR-
Sum and present results for each.

3 Results and Discussion

We parsed section 22 of the Penn Treebank
with each of the methods described, using a
variety of grammars.2 Table 1 shows sum-
mary statistics of each grammar and the re-
sults of exhaustive inside-outside inference with
the Markov-0, Markov-2, and Parent-annotated
grammar, and a near-exhaustive beam search
with the latent-variable grammars. We also
include results for 2 pruning approaches—
the Berkeley parser’s multi-level coarse-to-fine
(Petrov et al. (2006)) and beam-width predic-
tion (Bodenstab et al. (2011)). We found that

1λ = 0, maximizes recall and λ = 1 precision. λ =

0.5 balances the two equally, which is closely related to

maximizing F1. See Appendix A of Hollingshead and

Roark (2007) for the full derivation of this criteria and

Goodman (1996) for the maximization algorithm.
2
Most of these grammars are described in more detail

in Dunlop et al. (2010). The SM5 grammar not included

in that discussion is a Berkeley latent-variable, similar to

the SM6 grammar, but trained for 5 split-merge cycles

instead of 6.



Grammar Nonterminals Rules Viterbi Max-Rule MBR-Max MBR-Sum
1 Markov-0 99 56485 61.1 60.1 65.4 / 0.25 65.4 / 0.25
2 Markov-2 3092 65902 70.9 71.2 73.6 / 0.25 73.6 / 0.25
3 Parent-annotated 6965 77928 78.3 79.4 78.8 / 0.25 80.0 / 0.35
4 SM5 1121 4.1m 88.4 90.1 89.7 / 0.2 89.6 / 0.4
5 SM6 1134 4.3m 88.8 90.4 89.8 / 0.2 89.7 / 0.4
6 SM6 Beam-prediction 1134 4.3m 88.8 88.1 87.1 / 0.15 86.6 / 0.4
7 Berkeley Parser (SM6 CTF) 1134 4.3m - 90.4 - -

Table 1: Parsing accuracy on WSJ section 22, and the peak λ values for MBR methods.

the MBR methods perform very similarly to
each other (although they achieve peak accu-
racy at different operating points). MBR decod-
ing improves accuracy considerably over Viterbi
search for all grammars, although not as much
as max-rule on the largest latent-variable gram-
mars.
Bodenstab et al.’s beam-width prediction

(Bodenstab et al., 2011) pruning is intended to
keep the Viterbi 1-best parse in the beam (and
in fact, it achieves identical accuracy to exhaus-
tive Viterbi inference), but it impacts max-rule
and the MBR approaches negatively. We con-
sider this a particularly interesting result, and
plan to explore the effects of other pruning ap-
proaches as well.
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Figure 1: MBR-max parsing accuracy on WSJ
section 22 at various operating points.
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